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Marine heatwaves in a shifting Southern
Ocean induce dynamical changes in
primary production
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Manuel Fernández-Barba , Oleg Belyaev , I. Emma Huertas & Gabriel Navarro

Marine heatwaves are discrete, albeit prolonged, episodes of extreme ocean temperatures that are
significantly impacting marine ecosystems worldwide. However, there is limited research solely
focusing onmarine heatwaves and their concomitant effects on ecosystem dynamics in the Southern
Ocean, known to play a major role in the Earth’s climate system. Here we use daily high-resolution
satellite-derivedandmodelleddata from1982 to2021 tocharacterise general spatiotemporal patterns
of marine heatwaves in the Southern Ocean, assess their physical drivers and explore their
interconnectionswithmarine biogeochemistry.We find that increasing climate change-relatedmarine
heatwave activity, primarily explained by sea-air heat fluxes and vertical diffusion anomalies,
enhances net primary production through stabilization of the water column. We empirically reveal
causal nonlinear relationships between ocean extremes and primary productivity, especially in the
southernmost subantarctic areas where the concurrent sea ice decrease also plays a key role.
Furthermore, our study shows zonally asymmetric responses of primary producers to changing
physical conditions north of the Antarctic polar front. These results provide key insights into the role of
marine heatwaves promoting carbon assimilation (and uptake) in the Southern Ocean through the
biological carbon pump, which is crucial for constraining the oceanic carbon cycle under climate
change.

During the last decades, long–term ocean warming has been shown to
contribute to a rise in the Earth’s surface temperature, increasing the fre-
quency and intensity of widespread superimposed short-term extreme
phenomena1,2, such as heatwaves. Inmarine ecosystems, anomalouslywarm
temperatures affect their structure and functioning in the form of marine
heatwaves (MHWs)3–7, commonly defined as discrete persistent extreme
eventswhere sea surface temperature (SST) exceeds certain criteria based on
a seasonally varying climatological threshold and variability8–10. Under
warming conditions, the rate and degree of ecosystem change depends on
theheat tolerance ranges anddiversity of particular species11–13. This thermal
tolerance is not only dependent on the intensity of the underlying SST
anomalies (SSTAs), but also on the frequency and duration of MHWs14. In
this sense, impacts from MHWs not only include range shifts of marine
fishes and invertebrates15,16 and reduction in their reproductive success and
survival, but also impacts phytoplankton6,17, bleaching of coral reefs18, and
large–scalemassmortality outbreaks, events that are becoming increasingly
common19.

When assessing impacts of MHW characteristics, it is important to
clearly differentiate between the long-term externally forced warming
trend from changes in internal variability. Therefore, the decision to use a
fixed ormoving climatological baseline to identifyMHWevents should be
made based on the requirements of the study. While fixed baselines
aremore sensitive to changes in long-termmean sea temperature, they are
often used when analyzing ecological impacts resulting from MHWs14,20.
Despite the long-term mean warming trend, which inherently increases
the probability of SST exceeding a MHW threshold21, changes in internal
system variability, resulting from a combination of both atmospheric and
oceanic processes, trigger these extreme temperature episodes. For
instance, atmospheric warming associated with high–pressure blocking,
oceanic heating byhorizontal advection, andElNiño SouthernOscillation
(ENSO) events can be the main driving mechanisms22,23. Consequently,
MHWs have been analysed in the global open and coastal24 ocean, where
their globally–averaged frequency and duration have increased over time
due to continued global warming3,4,23,25,26. The magnitudes of ongoing
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middle and low–latitudes events are expected to continue rising under
anthropogenic climate change3.

In contrast, the occurrence of MHWs in higher latitudes has
received limited attention27. In the Antarctic region, the interaction
between different processes, such as atmospheric and ocean warming
(Fig. 1a), increasing precipitation28 that impacts sea ice extent29 (Fig. 1b),
and melting of the Antarctic ice shelves30 is enhancing freshwater fluxes
in the Southern Ocean (SO)31–33. Freshwater inputs are altering marine
biogeochemical cycling in the region34 and the strength and patterns of
theAntarctic Circumpolar Current (ACC) system (Fig. 1a), the strongest
oceanic circulation branch and a major contributor to global ocean
ventilation35. Similarly, anthropogenic forcing also plays a relevant role
in driving climate change throughout Antarctica by increasing green-
house gas emissions and stratospheric/tropospheric ozone changes,
which intensify the polar vortex36 and increase the subsurface SO heat
content37. Recent studies have described subantarctic phytoplankton
responses due to Antarctic meltwater–driven stratification under
persistent global warming38,39. In the tropics and mid-latitudes,
MHW–induced upper ocean stabilisation has been known to modulate
decreases in chlorophyll (CHL) concentrations40,41, but the impact of
these extreme events over the high–latitude phytoplankton activity has
not yet been addressed.

In this study, we use satellite and modelled data from 1982 to 2021 to
quantifyMHWoccurrence throughout the SO and adjacent basins south of
40°S based on established metrics, characterising their main features and
analysing their physical drivers.We further explore the consequences of the
occurrence of thermal events over the SO by analysing their connections
with dynamical changes in primary production. Our study provides a
concise approach assessing the occurrence ofMHWs in the SO, and suggest
that the increasing frequency, duration and intensity of such heat events can
affect circumpolar biogeochemistry, as evidenced by increased phyto-
plankton activity.

Results
Characterizing Southern Ocean marine heatwaves
The averages of annual MHW metrics (1982–2021), based on the con-
ventional definition (seeMethods and Supplementary Fig. S1), are shown in
Fig. 2. ThemaximumSSTAs, whichwere calculated considering a reference
period from1982 to 2012, were higher at lower latitudes south of 40°S in the
Pacific, Atlantic, and Indian sectors (see these divisions in Fig. 1b), and
ranged from0.6 °C to11 °C (Fig. 2a).HighmaximumSSTAvalueswere also
observed in the Drake Passage (between the Bellingshausen Sea and the
Scotia Sea), between theAmundsen andRoss Seas, and also across theDavis
Sea and south Indian sector, ranging from 4 °C to 6 °C. All these regional
maximum SSTAs were consistent with that of otherMHWmetrics (Fig. 2).
Large-scale variations prevailed throughout the SO. This variability was
associated with the patterns of the ACC System (Fig. 1a), since the ACC,
enhanced by both surface and remote forcing, is the main source of net
interbasin heat exchange32,42. Decadal maximum SSTA linear trends
(Fig. 2b) were comparable tomean SSTAs obtained in the global ocean3 and
also comparable with those in the Arctic Ocean27. Furthermore, the
inter–annual and multi–decadal variabilities observed south of 40°S, both
circumpolarly and in sectors, in maximum SSTA (Fig. 2c), emphasised the
aforementionedpatterns.Note that the annually varying areawithmeanSea
IceConcentration (SIC) above 0.20 (20%) (Supplementary Fig. S2) has been
masked out, since MHW metrics are less trustworthy in areas with high
concentrations of sea ice and associated low SST standard deviation3,27,43.
However, the subantarctic region (latitudinal band between the SAF and
APF, Fig. 1a) is susceptible to being impacted by sea ice melting29,44.
Therefore, it must be taken into consideration when explaining trends and
anomalies in the subpolar SO surface signal.

The annual mean MHW frequency was 1–2 events in most of the SO
(Fig. 2d), which was comparable to that in the tropical–subtropical
oceans3,23. The largest count per year occurred in theDavis Sea, surrounding
Tasmania and New Zealand, and the southwestern Atlantic, where 2–3
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Fig. 1 | Study area: A changing SouthernOcean in the context of global warming.
aMean SST 1982 – 2021 (shading) from Climate Change Initiative (CCI) and
Copernicus Climate Change Service (C3S) L4 daily reanalysis with main ocean
currents and features characterised by ref. 94 in the Southern Ocean (SO) and
surrounding areas (black arrows). The named features are north to south, the sub-
antarctic front (SAF); the Antarctic polar front (APF), delimiting the Antarctic
Circumpolar Current (ACC); the southern ACC (SACC); Weddell Gyre (WG), and

Ross Gyre (RG). The main subbasins composing the SO, Davis Sea (DS); Ross Sea
(RS); Amundsen Sea (AS); Bellingshausen Sea (BS); and Weddell Sea (WS).
b Decadal trends in SST (1982 – 2021) south of 40°S with Sea Ice Concentration
(SIC) anomalies (2015 – 2021) from CCI C3S product. In (b), stippling indicates the
linear trend is significant from zero (p < 0.05), and orange dashed lines separate the
three large interconnected basins (Atlantic: 70°W–20°E, Indian: 20°E–150°E,
Pacific: 150°E–70°W) down to 40°S.
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discrete MHW events took place each year. Interestingly, these areas
experienced increases of ~2 events per decade (Fig. 2e), indicating that
MHWs are a recent phenomenon here under the global warming scenario.
Similar to the situation in the global ocean3, a relationship between the
spatial pattern of mean MHW frequency and duration at each grid point
couldbeobserved.Although to a lesser extent, these twoMHWmetricswere
also negatively spatially–correlated (−0.37) in the SO and its surrounding
areas. The Pacific sector was a clear long–lasting MHWs hotspot, where
certain oceanic points exhibited events lasting, on average, between 20 and
30 days (Fig. 2g), which was consistent with global studies20,23. The spatially
averaged mean MHW duration in the Pacific region was approximately

12 days (Fig. 2i). Even though high negative duration trends were observed
in the Pacific region where negative maximum SSTA trends were present
(Fig. 2b), significant and positive trends were also evident in the remaining
Pacific sector (Fig. 2h), as well as in the Tasman Sea and Davis Sea. On
average, the Davis Sea had the highest frequency of MHW events per year,
with a high positive frequency trend and, although the events were not on
average the longest–lasting, their duration had significantly increased to
20 days over the past decades. This clearly identified the Davis Sea as a
MHW hotspot. Because of the high magnitudes (maximum SSTA) and
frequencies of their events, the northwestern Atlantic sector down to 40°S
was also identified as a pronounced MHW area. To better represent the

Fig. 2 | Southern Ocean marine heatwave properties. a, d, g, j Annual averages
(1982–2021). b, e, h, k Linear decadal trends, and (c, f, i, l) spatially averaged (south
of 40°S) time series of annual mean (a–c) maximum SSTA, (d–f) marine heatwave
(MHW) frequency, g–iMHW duration, and (j–l) MHW cumulative intensity from
CCI C3S L4 SST over 1982–2021, using the 95th percentile criterion (see methods
section). In (a, b, d, e, g, h, j, k), the region where mean (1982–2021) SIC are greater

than 20% is masked out (Supplementary Fig. S2). In (b, e, h, k), the stippled areas
indicate that the change is significantly different from zero at the 5%confidence level.
In (c, f, i, l), black lines show the circumpolarly averaged time series with the linear
fittings (black dotted), while brown, red and yellow lines show Pacific, Atlantic and
Indian sector averages, respectively. Black shading indicates the standard error of the
metrics.
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individual MHW event strength, the cumulative intensity metric (Fig. 2j)
was analysed, which combined both duration and intensity (see Methods).
Therefore, on average, the degree heating days in the SO and adjacent
southern basins was 17.73 °C·days per year (Fig. 2l), which, as expected, was
substantially lower than that in the tropical–subtropical ocean3 but com-
parable to the values reported in high northern latitudes27,45. Cumulative
intensities ofMHWwere significantly higher in areas with longer andmore
intense MHW events (i.e., lower latitudes and ACC system). However, the
significance was also high in the Davis Sea (Fig. 2k), revealing the impor-
tance of the frequency to the strength of individual events, as previously
noted by ref. 46.

To better analyse the time evolution of MHWs, the annual metrics
were averaged in the area south of 40°S (Fig. 2c, f, i, l) where SICswere lower
than 20% (Supplementary Fig. S2). The same patternwas observed in all the
circumpolarly–averaged metrics. Values declined from 1982 to 1994/1995.
Subsequently, they began to increase to 2015 and then reverted towards the
overall trend line. The circumpolarly–averaged maximum SSTAs were
3.19 °C during 1982–2015 and 3.7 °C during 2015–2021 (Fig. 2c and Sup-
plementary Table S1). An increase was also evidenced in mean SSTAs
(Fig. 3a), although to a lesser extent due to spatial heterogeneity around the
Antarctic–SO system. Changes in SSTAs in the SO have been largely
associated with changes in atmospheric pressure anomalies and
near–surfacewind forcing42,47. In this sense, peaks in circumpolarly averaged
maximum SSTA and other MHW metrics could be more evident in the
Pacific time series (Fig. 2c), which appeared to be related to ENSO events,
particularly linked to strongandmoderate intensityElNiñoevents3,23 (1982/
83, 1986/87, 1988/91, 1997/98, 2004/05, 2009/10, 2015/16 and 2019/20). As
expected, ENSO seemed to be affecting the mean and variability of max-
imum SSTAs (Supplementary Fig. S3a–c) to a lesser extent in the Atlantic
and Indian sectors, where the Tropical Southern Atlantic (TSA) and the
Southern Annular Mode (SAM) indices appeared to be important23,48

(Supplementary Fig. S3d–i). Furthermore, an interesting decoupling
between Pacific and Atlantic MHW metrics was observed, particularly in
years with strong La Niña events3 (1999-2001, 2008/09, and, to a greater
extent 2011/12, 2017/18 and 2021; Fig. 2c, f, i, l), which suggested a zonally
asymmetric relationship between certain climate modes and MHWs in
the SO.

The strengthening of MHW events in the SO can be examined in
annual metrics of mean frequency, duration, cumulative intensity (Fig. 2f, i,
l), total annual MHW days, and areal coverage ratio (Supplementary
Fig. S4). The circumpolar average annual frequency andduration ofMHWs
has increased from about 1 event lasting 11 days during 1982–2015 to 2
longer discrete events of approximately 15 days during 2015–2021 (Fig. 2f, i;
Supplementary Table S1). This has led to an increase in the total annual
MHW days from about 16 days during 1982–2015 to 34 days during
2015–2021 (Supplementary Fig. S4a). Consistently, increases in both
magnitudes (SSTAs) and durations have resulted in a considerable increase
of cumulative intensity from about 16 °C·days during 1982–2015 to
28 °C·days over the last seven years (Fig. 2l). Furthermore, the ocean surface
area south of 40°S subjected to at least oneMHWper year has increased by
approximately 20% in recent years (Supplementary Fig. S4b), with the
Indian sector being the most recently frequented by an extreme event
(Fig. 2e–f). However, maximum magnitudes (SSTAs) were greater in the
Atlantic sector (Fig. 2a–c), while longest–lasting events occurred in the
Pacific area (Fig. 2g–i). This heterogeneity highlights SO climate regionality.

When considering MHWs, it is crucial to discern not only the role of
short–term but also longer–term variability. As previously noted, there was
clear evidence of interannual and multi–decadal variability in the change
patterns of SO MHW metrics. While zonally asymmetric SST trends
(Fig. 1b) have been largely linked to climate modes and tropical–polar
teleconnections23,31,42,47, which are intrinsic and known as transient climate
variability, the role of secular anthropogenic climate change36,49 should
also be considered, possibly leading to the symmetric part of the
(spatially–averaged) positive trends (Fig. 2c, f, i, l, and Supplementary
Table S2). However, the satellite record (1982–2021) remains too short to

allow a clear discrimination between multi–decadal climate variability and
human induced long–term trends.

Potential drivers of the Southern Ocean Marine Heatwaves
The variability of SST at a specific location, region, or basin can be modu-
lated by local to large–scale climate variability23. Local physical drivers of
MHWsover the SOwere assessed by examining heat termbudgets available
in the Modular Ocean Model (MOM4p1)50 (Fig. 3a–i). Additionally, the
correlation between MHWs and several essential climate variables from
1982 to 2021 was also explored (Fig. 3j–m and Supplementary Table S3).
The annual mean heat flux anomalies in the surface ocean layer averaged
during theMHWonset (i.e., build-up of heat) and decay (i.e., dissipation of
heat) phases (Supplementary Fig. S1) are listed in Supplementary Fig. S5.
Results from the heat budget analysis showed that temperature changes
during MHWs were mainly explained by 4 most important counteracting
processes (Fig. 3a–i).While ocean advection, sea-air heat fluxes, and vertical
diffusionpositively contributed to the formationofMHWs in the SO, aswell
as to the subsequent heat loss, convective vertical mixing (from the non-
local part, see Methods) inherently acted in a contrasting mode. This arises
from the intrinsic characteristics of this non-local term, which was incor-
porated in the MOM4p1 to mitigate air-sea heat fluxes when faced with
negative buoyancy forcing conditions50. During the onset phase of MHWs,
the averaged circumpolar surface ocean heat gain reported in the pre-
industrial control simulation was 20Wm-2, with air-sea heat fluxes being
the dominant MHW driver (Supplementary Fig. S5a). Nevertheless, in the
eight-member ensemble simulation for the 1982–2021 period, the cir-
cumpolar heat gain during the onset phase amounted to 39.8Wm−2. This
was explained by the increased contribution of vertical diffusion (26Wm−2

or 65.2%; Supplementary Fig. S5b and Fig. 3g). Despite themajor role of the
surface heat fluxes (Fig. 3c, d), which was especially important in the
Atlantic sector, vertical diffusion emerged as the dominant process both in
drivingMHWs in the SO and as an overarching cooling contributor to their
decline (Fig. 3g, h). This was particularly relevant across much of the areas
connecting the sea ice zone (defined by averaged SIC > 20%; Supplementary
Fig. S2) and the southernmost subantarctic belt along the Atlantic and
Indian sectors. This finding highlighted the relevant feedback between sea
ice variability and surface ocean temperature extremes in these regions (as
also demonstrated in Supplementary Fig. S6a, b). Horizontal advective heat
fluxes followed the ACC pathways, though they appeared to play a sec-
ondary role, affecting the development of MHWs in the SO only locally
(Fig. 3a, b). However, it is important to note that the MOM4p1model may
underestimate the impact of advection, as its relatively low horizontal
resolution cannot resolve mesoscale processes50. Furthermore, the con-
tribution of drivers didnot necessarily dependon the strength of theMHWs
(as measured by the cumulative intensity) in the SO (Fig. 3i), and various
combinations of driving mechanisms were possible; being consistent with
ref. 51 That is to say, the strongest andweakestMHWeventswere primarily
driven by the same leading processes –positive ocean heat uptake anomalies
and vertical diffusion– and were dampened by convective vertical mixing
during their onset phases. While both air-sea heat fluxes and vertical dif-
fusive processes led to the dissipation of heat, advection and contrasting
vertical mixing played minor roles during the decay phases (Fig. 3i).

During the period 1982–2021, the variability in surface heat anomalies
was consistent with changes in near-surface air temperature (N–SAT), and
SIC over the SO (Fig. 3j–m). A significant positive correlation between
monthly averaged (from November to March) SSTAs and N–SAT (Sup-
plementary Table S3) was obtained, which indicates that the post–2015
warmer air temperature over the SO (Fig. 3j) has been reducing upward
sensible heat exchange, strengthening downward infrared radiation52, and
consequently warming the SO SST (Fig. 3l–m). The increase in the total SO
sea ice extent until 2015 (Fig. 3k) led to an enhancement in reflected solar
radiation over regions with substantial summer sea-ice cover53, thus
decreasing the absorption of solar radiation by the ocean, and resulting in
cooler SST. The subsequent sudden sea ice loss resulted, on average, in
warmer SSTs in adjacent subpolar areas, as previously noted by ref. 54

https://doi.org/10.1038/s43247-024-01553-x Article

Communications Earth & Environment |           (2024) 5:404 4



Therefore, the SICdecreasewas correlatedwithpositive SSTAs, andwith the
rise ofMHWactivities in these areas (Supplementary Table S3). During the
warm months, MHWs (Fig. 2c, f, i, l) were clearly enhanced with warmer
surface air temperature (Fig. 3j) and a reduction of SIC (Fig. 3k) over the SO,
particularly during 2015–2021. Conversely, the weakest events occurred in
yearswith larger sea ice cover andassociatedatmospheric cooling.However,
N–SAT and SIC are not uniform in November–March (Fig. 3j), primarily
due to the strong seasonality in the location of the high and low–pressure

centres (e.g., Amundsen Sea Low, ASL)53 over the Antarctic region, which
also induces spatial heterogeneity (as also seen in SSTAs in Fig. 3l, m)
through alternation of offshore/onshore–winds53,55,56. Despite the global
warming associated to the anthropogenic impact on the Earth’s climate, the
sea ice extent in the SO increased until 201557. This has been attributed to
high–latitude and tropical forcing factors47,57. After 2015, the sudden sea ice
loss has been driven by changes in near–surface wind stress associated with
the deepening in the ASL47,58. In particular, very deep depressions in ASL
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result in strong offshore (southerly) winds, which in turn contribute to the
formation of more sea ice over the Ross Sea through both cold atmospheric
advection and offshore sea-ice drift47. Once these sea icemasses are exposed
offshore to solar heating, they result in further sea icemelt. Similarly, strong
westerly winds blowing north of the Weddell Sea move sea ice toward the
east55. Conversely, onshore winds north of theAntarctic Peninsulamelt and
compress sea ice around the coastal zones of the Amundsen and Belling-
shausen Seas53 regions, where higher negative anomalies were observed
(Fig. 3l,m), and thereforeMHWevents were least likely to occur (Fig. 2d, e).

Netprimaryproductionresponses toachangingSouthernOcean
Different types of primary producers are spread across diverse regions of the
SO, with those inhabiting the surface layers (i.e., ice-edge and mixed-layer
phytoplankton) being observable (or derivable) via remote sensing59. In the
southernmost latitudinal band of the subantarctic region, sea-ice melting is
one of the greatest sources of trace elements, such as iron (Fe), to the
Antarctic waters60, fertilizing large high nutrient–low chlorophyll areas and
promoting ice-edge phytoplankton growth38,61,62. The sudden drop in SIC,
experienced from 2015 (Fig. 3e), suggests a possible shift in inputs of
micronutrients, therefore affecting these primary producers. With the
general increase in MHW occurrence throughout the southernmost sub-
polar SO, higher SSTAs would induce an increasingly shallower mixing
layer20, contributing to the accumulation of nutrients and trace elements
from sea-ice melting near the surface38,63. A significant inflection point can
be evidenced in modelled Fe concentration trends from 2015, with an
overall reduction in seawater Fe quantity surrounding the Antarctic con-
tinent (Supplementary Figs. S7a–c). These negative trends can be attributed
to the presence of larger amounts of Fe being released from anomalously
rapid sea-ice melting, thereby triggering higher rates of Fe uptake64 and
consequently phytoplankton proliferation. Similar to modelled Fe, major
modelled nutrients in these areas also experienced remarkable inversion in
concentration trends, likely reflecting consumption by the phytoplankton
biomass (Supplementary Fig. S7d–l).

In this sense, the Carbon–based Production Model (CbPM)
outputs were consistent with the modelled nutrient depletion trends in
the SO, where a notable increase in ice-edge marine productivity was
observed in the years following the post-2015 SIC drop and con-
current highest MHW activity along subantarctic regions (Fig. 4a).
Two clear peaks in net primary production (NPP) in 2004/05 and
2011/12 –especially in the Atlantic sector– were also observed coin-
ciding with strong MHWs (Fig. 2c, f, i, l) during these El Niño and La
Niña years3, respectively. Distinctive distributions of NPP were
observed when rates were averaged over the months (from November
to March) under MHW conditions, and over months without MHWs
from 1998 to 2021 (Fig. 4b). The average NPP rates manifested an
elevation during MHWs, with a difference of approximately 100 mgC
m-2 day−1 compared to the NPP in the same months where the SST
remained within its climatological standards. Additionally, the average
minimum NPP increased from 1 to 74 mgC m-2 day−1 under MHW
influence. These results were consistent with the relatively lower SIC
(greater density at lower values) and shallower mixed-layer depths
(MLD) during the MHW conditions (Fig. 4c, d). Such conditions are
conducive to retaining meltwater-induced nutrients and trace ele-
ments within the euphotic layer, thus promoting phytoplankton
proliferation38. Furthermore, causal analysis through convergent cross
mapping (CCM)65 highlighted the intricate interdependencies within
the complex SO system (Fig. 4e–g). The predictive skill for NPP based
on the time series of Max SSTA (NPP xmap Max SSTA; Fig. 4e)
exhibited spatial heterogeneity, with high cross-map skills in sub-
antarctic regions and the weakest skills obtained in the most dynamic
areas (between ACC and the subantarctic front). However, the gen-
erally moderate skill of cross map estimates suggested that extremes of
temperature alone were not the sole determinant of primary pro-
duction variability. Additionally, the influence of sea ice melting on
NPP could be appreciated in the southernmost subantarctic band

(Fig. 4f), where moderate causal linkages emphasised the important
role of ice dynamics within these areas. Nonetheless, the variable that
best identified the state of NPP was the MLD, with the highest and
generally homogeneous values of cross-map skills (Fig. 4g). This
underscored the critical role of shallower MLDs in concentrating light
and nutrients in the upper layers of the SO, facilitating the thriving of
phytoplankton59. It is imperative to highlight that these 3 physical
variables (Max SSTA, SIC, and MLD) were closely interlinked, with a
significantly higher forcing impact of Max SSTA on SIC and a close
causal bidirectional relationship between MLD and temperature
extremes (Supplementary Fig. S6), as previously demonstrated
by ref. 20.

Thus, causation is transitive (eg., if Max SSTA leads to shallower
MLD –and vice versa–, and shallower MLD enhances NPP in the SO,
then Max SSTA and NPP are also indirectly causally linked). Con-
versely, prediction skills of the reconstructions of Max SSTA, SIC, or
MLD from the true values of NPP, as expected, were lower (Supple-
mentary Fig. S8). Therefore, despite the bidirectionality in the system,
results from the empirical dynamic modelling (EDM) showed the
measurable non-linear causal coupling between the changing upper-
layer physical conditions of the SO and the spatiotemporal dynamics
of the primary producer communities (Fig. 4e–g).

Furthermore, two regionally focused case studies were conducted to
illustrate how sustained high air (N-SAT) and sea (MHW) temperatures,
along with associated low SIC and a shallowerMLD, led to the occurrence
of high net primary production (HNPP) events in subantarctic regions
(Fig. 5), through the simultaneous stabilisation of the water column and
the increased inputs of micronutrients to the surface ocean. In order to
uphold a conservative approach, consistent with themethodology applied
to characterise the MHW events, the HNPP events indicated episodes
where primary production surpassed the 95th percentile of its seasonal
cycle. In the case of the Davis Sea, where sea ice has diminished over time,
the first highlighted MHW event occurring in the early summer of 2016/
17, led to an increase in primary production, following the melting of sea
ice and the shallowing of the MLD (Fig. 5a). In the case of the subpolar
region encompassing the Amundsen and Bellingshausen Sea (Fig. 5b),
after a rapid decline in SIC in late 2016, its coverage rebounded by late
2017. This area exhibited negative trends in the surface temperature signal
and, therefore, negativeMHWtrends.The increase in air temperature and
sustained ocean changes (as demonstrated by ref. 66 and also presumably
reflected in the variability of the SST signal) resulted in pronounced sea ice
retreat by late 2016. This was accompanied by extreme temperatures,
alongwithHNPP episodes in this area, extending untilMay 2017. Later in
winter, the development of sea ice and a marked decrease in both surface
air and sea temperatures co-occurred with standard primary production
rates (compared to its seasonal cycle) in this area (Fig. 5b). Nevertheless, it
was evident that in both cases, the seasonal minimum of N-SAT and SST
aligned with peak concentrations of SIC. As temperature rises during
austral summer, so does primary production. Furthermore, it was also
evident that under extreme temperature events (MHWs), HNPP events
occurred (Fig. 5a, b).

It should be pointed out, however, that predicting a single response of
phytoplankton to extreme temperature conditions in the SO is challenging.
There are many different phytoplankton groups in the Antarctic waters,
each responding differently to environmental changes17,59,67. Additionally,
due to its vast expanse, ocean physics is not uniform everywhere in the SO
(as seen in Figs. 1–3). Therefore, an interesting asymmetrywas observed not
only meridionally but also zonally in the response of primary producers to
temperature extremes (Fig. 4a, e). As previously suggested by ref. 48, this
zonal asymmetry around the higher subantarctic region was closely linked
to the variability of the limiting factors for phytoplankton growth in each
area,where both sea-icemelting andocean surfacewarmingplayed a critical
role in stabilising and transporting micronutrients to the surface layer.
Nevertheless, our assessment also showed that the relative importance of
temperature extremes as a limiting factor for phytoplankton growthmay be
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Fig. 4 | Net primary production (NPP) responses to a changing Southern Ocean.
(a) Monthly averages (1998–2021) of NPP from the carbon-based production
model (CbPM) north of the subantarctic band marked by the contour of 20%
annual mean (1982–2021) SIC (white dashed line). b–d Violin plots displaying
the distributions of (b) NPP, (c) SIC, and (d) mixed-layer depth (MLD) under
MHW (green) and without MHW (blue) conditions from November to March
(1998–2021). e–g Causal interactions through Convergent Cross Mapping

(CCM)65 of the impacts of monthly (e) Max SSTA, (f) SIC, and (g) MLD, on the
NPP from 1998 to 2021 south of 40°S where SIC < 20% (Supplementary
Fig. S2). Skills of cross-map estimates are indicated by the correlation coeffi-
cient (ρ). In (a), time (months) is represented in the z-axis of the 3D Hovmöller
diagram, with December 2021 shown on the front face as reference. Note that
the NPP values within the sea ice zone, such as those shown for December
2021, are not included in the calculation of averages.
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reduced in highly dynamic areas, such as theACCpathways (between outer
subantarctic andhigher subtropical SO; Fig. 4e).Other factors, driven by the
vigorousdynamics of theACC, such as verticalmixing (Fig. 4g) andnutrient
availability (Supplementary Fig. S7), could be playing a more critical role in
these regions,where the phytoplankton composition (i.e., size classes) is also
very different from that in the colder, higher-latitude waters of the SO59,68.
Moreover, it is also necessary to consider that extreme temperatures affect
grazer communities, such as Antarctic krill (Euphausia superba), which
control phytoplankton biomass68, ultimately modulating their regional
responses.

Discussion
This study provides key insights into the close relationship between MHW
events and phytoplankton productivity in the SO, which was previously
suggested40, albeit overlooked by existing literature3,23–26,46. As in the global
open ocean and coastal areas3,23,24,46, the SO experienced MHWs of com-
parable magnitudes (Fig. 2a, d, g, j) to those occurring in tropical and
subtropical latitudes. Furthermore, the regionally–averaged frequency,
duration and intensity of these extreme heat episodes increased over
the years (Fig. 2b, c, e, f, h, i, k, l) under persistent global warming26. Besides
the long-term warming temperature trend, which in turn increases the
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Fig. 5 | CompoundMHW and HNPP events in the Southern Ocean. a, b 2015-01
to 2018-03 time series of ECMWFERA5near-surface air temperature (N-SAT, black
dotted), GLORYS12V1MLD (monthly; dark blue dotted), CCI&C3S SST (red solid)
and SIC (purple solid), and CbPMNet Primary Production (NPP, green solid) rates
averaged for the Davis Sea (a) and for the Amundsen-Bellingshausen Sea (b) areas.

These regions are depicted in themap in (a). AMHWoccurs (red shaded area) when
the SST (solid red line) exceeds its 95th percentile (dashed red line). A HNPP event
(green shaded area) occurs when the NPP (solid green line) is above its 95th per-
centile (dashed green line). CompoundMHWandHNPP events occur whenMHW
and HNPP co-occur. In (a, b), a 7-day running mean filter is applied to N-SAT.
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probability of SST exceeding a MHW threshold21,69, there were many
physical mechanisms that modulate these anomalously warm marine
events3,20,22,23. During the austral summer, warmer surface air temperatures
(Fig. 3c, j), associated changes in near–surface wind stress (closely linked to
the deepening in the ASL)47,58, and a related reduction in SIC (Fig. 3g, k)
seemed to be the main drivers causing Antarctic waters to warm above the
climatological baseline (Fig. 3l–m).Therefore, SOMHWsclearly intensified
after the suddenpost–2015 sea ice loss,whenupward sensible heat exchange
was reduced and downward infrared radiation was strengthened, as
reported in the results from heat flux analysis (Fig. 3 and Supplementary
Fig. S5). In contrast, less intenseMHWactivitieswere observedduring years
when SO sea ice and the reflected solar radiation increased. An intensifi-
cation in MHWs during strong and moderate ENSO years3,23 was also
detected, especially in the Pacific sector (Supplementary Fig. S3a), where the
alternation of El Niño/La Niña events appeared tomodulate to some extent
the average variability of SST. Moreover, the prevalence of persistent
atmospheric patterns over the Pacific sector, such as ENSO, could sustain
anomalies over longer periods23 (Fig. 2g). In theAtlantic and Indian sectors,
surface dynamics played an important role in amplifying thermal anoma-
lies, as presumably observed in Fig. 2a, j and as evidenced in the heat budgets
analysis (Fig. 3 and Supplementary Fig. S5). Furthermore, in these regions,
TSA and SAM appeared to be the dominant climate modes of variability23

(Supplementary Fig. S3d–i). This also highlighted the importance of remote
forcing on surface temperature variability, which affected regional scales
asymmetrically in the SO. Nevertheless, when analysing MHWs, it is also
important to consider the role of secular (anthropogenic) climate change3,
which could be responsible for the symmetric part of the positive trends in
SO MHWs (Fig. 2c, f, i, l). Unfortunately, the satellite record was not long
enough to clearly discriminate between multi–decadal climate variability
and long–term trends.

Results presented in this study indicated a tight linkage between
the increase of MHWs and stimulated biological activity in the SO
(Figs. 4, 5). The impacts of MHW–induced mixed–layer shoaling on
phytoplankton have been studied in the global ocean5,22,40, where
weaker phytoplankton blooms are suggested to be occurring in the
tropics and mid–latitudes as a consequence of ocean stratification
and associated surface nitrate depletion41. Moreover, global marine
ecosystems are increasingly vulnerable to MHWs under the projected
increase in frequency, duration, and intensity of these events4.
However, little attention has been paid to the effect of these extreme
events on high latitude ecosystems40,70,71, even though recent studies
suggest that climate change will alter the distribution of basin-scale
NPP across open waters and sea ice regions in the SO59,63. In contrast
to the situation in the temperate and tropical zones, in high–latitude
nutrient-enriched regions and with generally deep mixed layers,
MHW–driven stratification increases the residence time of phyto-
plankton in the euphotic layer, allowing a greater exposure of pri-
mary producers to light40. Additionally, in the southernmost
subantarctic latitudinal band, a shoaled depth of mixing, along with
increased inputs of the most limiting micronutrient in the SO, i.e.,
iron, from SO sea-ice meltwater38,72, would trigger photosynthesis
(Fig. 4; Supplementary Figs. S7c and S4o). Therefore, our analysis
empirically revealed causal relationships between MHW occurrence
in the subantarctic SO (and southern adjacent basins) and an
enhanced biological activity by phytoplankton (Fig. 4e). Our results
also showed a rapid post–2015 SIC decrease and concurrent sus-
tained and elevated N-SAT as a driver promoting compound (phy-
sical and biogeochemical) changes in the southernmost subantarctic
regions (Fig. 5) through ocean stratification and surface nutrient
inputs (Supplementary Fig. S7). Specifically, compound MHW and
HNPP events were primarily observed in late summer, a few months
after the seasonal minima of MLD and SIC were reached (Fig. 5).
These results were in agreement with the overall trend reported in
the subantarctic SO of increasingly shorter-duration phytoplankton
blooms that initiate later as a consequence of climate change39. These

alterations in the phenology of phytoplankton are critical, as they
may lead to a temporal mismatch between the peak abundance of
phytoplankton and the peak demand for these resources by grazers in
the food chain7, which could have cascading effects on the sub-
antarctic marine ecosystem. However, phytoplankton responses to
changing climate have been shown to be zonally asymmetric in the
SO48,59,68. Although these organisms may respond differently under
discrete and extreme warming events, our results also showed zonal
heterogeneity in the NPP dynamical responses to changing physical
conditions in the SO (Fig. 4e–g). It should be highlighted that MHWs
alone are not the sole direct cause of increased NPP in the vast SO. In
fact, MLD, which also led to temperature extremes (Supplementary
Fig. S6c), played a major role in the overall enhanced NPP activity
south of 40°S (Fig. 4g). Many processes can be involved in the
dynamic response of the extensive SO phytoplankton communities to
a changing climate. Among them, species-specific responses to
environmental stress, competition for resources, and trophic inter-
actions (e.g., grazing)68 would explain a considerable part of the NPP
response in the SO. Furthermore, dominant limiting factors (i.e., light
availability and concentration of nutrients in sea-water), impacted by
changes in SO sea ice concentrations and MHWs-induced mixed
layer shoaling, would likely be affecting the growth rates of phyto-
plankton communities from local to regional scales along the sub-
antarctic region (Fig. 5). These factors may also condition the
composition of phytoplankton functional types (PFTs). In fact,
phytoplankton diversity increases in the SO under persistent global
warming63,73. All these considerations must be taken into account
when evaluating dynamic changes in phytoplankton communities in
the SO. Nevertheless, the massive variety of phytoplankton species
and their differing response to environmental changes makes it
challenging to predict a global and single phytoplankton response to
extreme events. Future analyses based on SO MHW–induced
plankton phenology changes would be required to properly assess the
impacts of these extreme events over particular PFTs. Dynamic shifts
in phytoplankton could have the potential to modulate carbon (C)
uptake, fixation, and export in the SO38,48,63 which, in turn, modulate
the global climate35. Therefore, although additional studies are nee-
ded to understand long–term interactions between MHWs and CO2

fluxes in the SO to forecast the dynamics of the ocean C cycle under
climate change, this study provides evidence indicating that short-
term warm extremes (i.e., MHWs) could have the potential to
modulate C absorption in the SO due to the effect on the biological
carbon pump.

Methods
ESA CCI & C3S sea surface temperature and sea ice
concentration
The European SpaceAgency (ESA) SSTClimate Change Initiative (CCI)
and Copernicus Climate Change Service (C3S) reprocessed analysis
(Level 4) is a daily SST product over the global ocean with 0.05° x 0.05°
horizontal grid resolution from 1981 to 202174,75. The CCI SST provides
daily average SST at 0.2 m depth, which is close to the nominal depth of
drifting buoy measurements, using series from the (advanced) along-
track scanning radiometer ((A)ATSR), sea and land surface temperature
radiometer (SLSTR) and AVHRR. The biases in satellite observations
were adjusted by recalibrating radiances using a reference channel, thus
giving a stable product. CCI applies a variational assimilation scheme to
generate a gap-filled estimate of daily-averaged SST. CCI (1981–2016)
and C3S (2017–onwards) product is available at Copernicus Marine
Service (CMS) (https://doi.org/10.48670/moi-00169, last access:
November 2023). We then extracted SST and Sea Ice Concentration
(SIC) data from the Antarctica-centered sub-region down to 40°S. We
also re-gridded the CCI & C3S data in 0.05° resolution using simple
arithmetic averaging, thus obtaining a 0.5° resolution product, for
comparison purposes.
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ECMWF ERA5 near-surface air temperature
The state-of-the-art European Centre for Medium-Range Weather Fore-
casts (ECMWF) ERA5 reanalysis76 (https://www.ecmwf.int/en/forecasts/
dataset/ecmwf-reanalysis-v5, last access: November 2023), replacing the
ERA-Interimreanalysiswith enhanced features, is an IntegratedForecasting
System (IFS)-based product within C3S that provides an hourly-detailed
record of global weather and climate variables at half the horizontal reso-
lution from 1950 onwards. This reanalysis uses a four-dimensional varia-
tional assimilation systemand has beenwidely validated aroundAntarctica,
showing the best throughput with respect to other reanalysis products77–79.
We retrieved hourly 2-metre temperature (T2m) data with a horizontal
resolution of 0.5°. We then averaged hourly values of each day to obtain
annual means.

GLORYS12V1 mixed layer depth
The CMS Global Ocean Reanalysis and Simulations 12v1 (GLORYS12V1)
provides daily tomonthlymeanfiles of physical variables from the surface to
the bottom across the global ocean. The outputs, including temperature,
salinity, currents, MLD, etc.; are displayed with a horizontal resolution of
1/12 (0.083°x0.083°) degree, effectively resolving global ocean eddies.
GLORYSuses theNucleus forEuropeanModelingof theOcean (NEMO)as
its core oceanmodel, which is driven by surface conditions provided by the
ECMWF. Initially, it usedERA-Interimdata, shifting toERA5data in recent
years. This model integrates data from satellite altimetry, SST, sea ice cov-
erage, as well as temperature and salinity profiles from the in-depth and
quality-assured Coriolis Ocean database ReAnalysis (CORA) provided by
CMS. This integration helps refine forecasts by addressing errors at smaller
scales. Additionally, the employment of a 3D-variational scheme allows for
adjustments to the large-scale, slowly-evolving biases (https://doi.org/10.
48670/moi-00021, last access: March 2024). We retrieved daily MLD files
from 1998 to 2021. We then re-gridded them to 0.5° grid locations, and
calculated the maximum monthly MLD values.

Global ocean biogeochemistry hindcast
The Mercator-Ocean global ocean biogeochemical L4 product provides
daily to monthly 3D hindsight for biogeochemical fields from 1993 to 2020
at 0.25° x 0.25° and on 75 elevation levels. It uses the latest NEMO version
with PISCES biogeochemical model to output, although with no assimila-
tion scheme, automatic and human quality control-passed data. Monthly
means of surface (upper 30m) chlorophyll and nutrient (iron, nitrate,
silicate, phosphate) concentrations are freely available at https://doi.org/10.
48670/moi-00019 (last access: November 2023). We re-gridded data to half
the horizontal resolution.

CbPM net primary production
In order to estimate MHW-associated changes in phytoplankton carbon
biomass in the SO,we applied the updatedCarbon-basedProductionModel
(CbPM)80, which was described by ref. 81. and first applied in the SO by
ref. 67 This model allows the biomass estimation from particulate back-
scattering (bpp) and phytoplankton absorption (chlorophyll-to-carbon
ratio) coefficients from three complementary sensors (MODIS, SeaWiFS
andVIIRS). TheupdatedCbPMNPPcalculation is described as the product
of carbon biomass, growth rate, and a function of depth-dependent pho-
toacclimation and vertical variations in nutrient stress (i.e., nitrocline
depth). It must be emphasised that there are uncertainties associated with
theNPP rates derived from theCbPM.There are variousmodels that derive
NPP from satellite data, and each provides different estimates in the SO82.
Nevertheless, in our study, the CbPMwas chosen over alternatives, like the
Vertically Generalized Production Model (VgPM), due to its superior
capability to directly relate satellite-derived chlorophyll observations to
carbon-based productivity. The CbPM is specifically calibrated for carbon
flux estimation, making it more suitable for studies focused on carbon
dynamics in marine environments80,81. This was crucial in our study region
(SO), where carbon uptake plays a key role in the global carbon cycle63.
We retrieved 1080 by 2160 monthly (1998-2021) CbPM NPP product

from http://orca.science.oregonstate.edu/npp_products.php (last access:
November 2023), and suitably re-gridded into 0.5°.

Defining and monitoring marine heatwaves in the
Southern Ocean
The detection of MHWs from daily CCI & C3S SST data was based on the
satisfaction of the following three criteria: (a) SSTAs should be higher than
the seasonally varying 95th percentile (threshold), based on the 1982–2012
period, (b) the high SSTAs should be prolonged for at least five consecutive
dayswith gapsof less than threedays and (c) averageSSTs shouldbewarmer
than long-term mean summer temperature (LMST)27,83. The Python code
followed to identify MHWs is freely available in https://github.com/
ecjoliver/marineHeatWaves.

The fixed climatological SST mean was calculated from the daily SST
data from 1 January 1982 to 31 December 2012 (31 years), following the
formula (Eq. (1)):

TmðjÞ ¼
Xye

y¼ys

Xjþ5

d¼j�5

Tðy; dÞ
11ðye � ys þ 1Þ ð1Þ

where Tm is the climatological SST (in °C) averaged over the period men-
tioned above, to which all values are relative; j is the day of the year; ys and ye
are the start and the end of the climatological base period respectively; andT
is the daily SST on the day d of a year y. Then, daily SST percentiles (95th

percentile threshold, T95(j)) (Eq. (2)) were calculated for each calendar day
(e.g., January 15), based on climatological SST mean (X), using a centered
11-daydatawindow (e.g., January 10–20)within the climatology period and
smoothed by applying a 31-day moving average, following Hobday et al..

T95ðjÞ ¼ P95ðXÞ ð2Þ

The use of the 95th percentile instead of the 90th percentile is meant to
rule out theMHWs due to the uncertainty of ice-SST statistics, as described
by ref. 27 In order to test the sensitivity of the MHW detection to the
threshold, the authors compared MHWs in percentile thresholds of the
97.5th, 95th, and90th criteria in theArctic region.Results showed that changes
in thresholds, although affecting the detection of individual MHWs, have a
slight overall impact. Furthermore, areas with high concentration of sea ice
(i.e., oceanic grid points with averaged annual sea ice concentrations
exceeding 20%, following refs. 29,44) have been masked out to prevent
misleading effect3.

The use of LMST criterion (c) is due to the tolerance of polar marine
species on SSTs lower than LMST83. Applying LMST allows us to eliminate
MHWs in wintertime when SSTA satisfies the criteria (a) and (b), but the
SST is lower than LMST. LMST was calculated (Eq. (3)) over each oceanic
grid point (location) by identifying the day of the year (e.g., February 15)
when daily SST climatology was at maximum and then calculating the
91–day average SST centered on this date (from January 1 to April 1,
considering 28 days in February).

LMST ¼
Xjþ45

d¼j�45

TðdÞ
de � ds þ 1
� � ð3Þ

where, ds and de are the starting and the ending days of themaximum SST-
centered period, respectively. For the calculation of LMST, T(d) is the
maximum daily SST climatology.

For instance, according to the aboveMHWdefinitions, strongMHWs
are detected in the Scotia Sea (Atlantic sector of the Southern Ocean) from
the end of January to the end of March 2020, as observed in the SSTs
surrounding South Shetland Island (61°S 60°W; Supplementary Fig. S9a) or
in the Drake Passage (58°S 61°W; Supplementary Fig. S9b) which exceeded
the 95th percentile threshold and LMST.Moreover, prolongedMHWevents
over the Davis Sea (60°S 88°E; Supplementary Fig. S9c) and Ross Sea (63°S
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178°E; Supplementary Fig. S9d), can be detected, where SSTAs are higher
than the threshold and LMST for approximately three months.

Annual marine heatwave metrics
Measuring the overall strength ofMHWs, as well as their impact onmarine
species, is becoming increasingly important. To describe these physical
phenomena, most of the annual indices applied in previous studies were
used here.

As discrete events, MHWs occur over a time period in which tem-
perature exceeds the defined threshold. When aMHW is detected, its mid-
time is calculatedby averaging the start and end times.MHWduration is the
time interval (days) between the start and end dates. Since there may be
multiple events in a given year, the mean duration can be defined by
averaging the durations of all events in that year. The total duration can also
be defined by summing periods of all events.

MHWfrequency is the total numberof events (i.e., annualMHWevent
count) within a year. In contrast to the situation in the tropical oceans, a
MHW cannot last from one year to the next in Arctic latitudes. This is
associated with the seasonal variability of SST. Nevertheless, the austral
warm season lasts fromDecember toMarch, thus an event can occurwithin
two different years in high Southern latitudes.When this occurs, the event is
counted in the year in which it begins.

The mean SSTA and maximum SSTA of all MHW events quantified
within a year are used to calculate the mean and maximum magnitude for
the given year, respectively. The overall strength of MHWs should be
evaluated in conjunctionwith themagnitude andotherannualmetrics, such
as the previously-mentioned duration, frequency, or the total area coverage
of MHWs. For example, when assessing MHW-associated risks in the
environment, it is very important to study the cumulative intensity20,46,
which takes into account not only the underlying SSTA but also its inte-
gration over the duration of an event (i.e., the degree heating days).

To study the spatial extent ofMHWs, the areal coveragewas calculated
as the ratio between the oceanic domain withMHWs in a year and the total
ocean area south of 40°S.

Climate Index metrics
In our analysis of MHW activities in the SO, we considered a close rela-
tionship between these extreme events and, particularly, three climate
metrics that are linked with influential modes of variability in the climate
system. These three climate mode indices are described below.

Oceanic Niño Index (ONI) – The three-month running mean of
NOAAERSST.V5 sea surface temperature (SST) anomalies is calculated for
the Niño 3.4 region (5°N–5°S, 120°–170°W). This calculation is based on a
changing base period consisting of multiple centered 30-year base periods.
The anomalies for successive 5-year periods in the historical record are
derived by using these 30-year base periods (source: www.cpc.ncep.noaa.
gov/products/analysis_monitoring/ensostuff/ONI_v5.php, last access:
November 2023).

Tropical Southern Atlantic (TSA) Index – Averaged anomaly of the
monthly HadISST and NOAA OI SST from Eq-20°S and 10°E–30°W,
following84 (source: https://psl.noaa.gov/data/correlation/tsa.data, last
access: November 2023).

SAM Index –An observation-based index that quantifies the intensity
of the Southern Annular Mode and is calculated by the surface pressure
difference between 40°S and 65°S (source: www.antarctica.ac.uk/met/gjma/
sam.html, last access: November 2023).

Analysis of local drivers of marine heatwaves in the
Southern Ocean
To assess the local physical drivers ofMHWs, wemade use of a global, fully
coupled carbon-climate Earth System Model (ESM) developed at the
NationalOceanic andAtmosphericAdministration’s (NOAA)Geophysical
Fluid Dynamics Laboratory (GFDL)85. The GFDL ESM2M couples an
oceanic circulationmodel (MOM4p1) to an atmospheric circulationmodel
(AM2), and incorporates a land model (LM3.0), representations of sea ice

and iceberg dynamics, as well as interactions within biogeochemical cycles.
Specifically, we used temperature tendency heat budgets available in
MOM4p150 (https://github.com/mom-ocean/MOM4p1). This ocean
model uses a tripolar horizontal grid of 1° x 1°, increasingmeridionally to up
to 1/3° towards the Equator, and with 50 depth levels. We analysed daily-
mean outputs of all tendency terms that change the SST (over the upper
10m) from a 500-yr preindustrial control simulation (with atmospheric
CO2, along with all other agents that influence radiation fixed at their
preindustrial levels) and confirmed with an eight-member ensemble
simulation of the GFDL ESM2M driven by historical data and the Repre-
sentative Concentration Pathway 8.5 (RCP8.5) scenario from 1982 to 2021,
following refs. 51,86.

For each grid cell, the model dissects the total heat change (ΔQtotal)
across time intervals into various heat budget components. These compo-
nents signify temperature changes due to distinct processes modelled. The
total tendency of heat at the ocean surface, in W m−2, is determined by
Eq. (4)50:

ΔQtotal ¼ ΔQadv þ ΔQa�s þ ΔQvmix þ ΔQvdiff þ ΔQres ð4Þ

where ΔQadv represent the change in heat resulting from both horizontal
and vertical advective heatfluxes, both explicitly resolved and approximated
on subgrid scales through parameterisation.ΔQa-s is the air-sea exchange of
heat, including the balance of shortwave radiation (the net incoming surface
shortwave radiation reducedby the fractionof shortwave radiation that goes
beyond the surface layer) along with the net incoming longwave radiation,
in addition to the net fluxes of latent and sensible heat85.ΔQvmix refers to the
heat flux generated by the non-local segment of the K-profile parameteriza-
tion (KPP)50, representing convective vertical mixing within the ocean
boundary layer in response to negative buoyancy forcing. ΔQvdiff accounts
for heat fluxes caused by vertical diffusion, encompassing vertical mixing
within the ocean boundary layer attributed to the local component of the
KPP, aswell as tidalmixing. Furthermore, the residual term (ΔQres) includes
other smaller processes such as heat exchange due to river runoff, solid
runoff from iceberg calving, neutral diffusion, or the heat flux exchange
resulting from interactions of surface water masses due to precipitation and
evaporation. A detailed description of each term can be found in
Supplementary Methods S1, Supplementary equations(S1–6), and also
in ref. 50.

We then computed anomalies of all these heat budget terms relative to
their seasonal cycles for each ocean grid cell, to ultimately average them
separately over the days of the onset (build-up of heat) and decay (dis-
sipation of heat) phases of the MHWs (see Supplementary Fig. S1).
Moreover, based on the change in heat content, the change in potential
temperature (Δθ), in °C d−1, can be approximated using Eq. (5)50:

Δθ ¼ ΔQtotal

C0
pρ0dz

; ð5Þ

where C0
p is a fixed value for heat capacity, set at 3992.1 J kg−1K−1 in

MOM4p1; ρ0 is the constant Boussinesq density of 1.035 kgm
−3, and dz is

the changing thickness of vertical grid cells over time, measured in m, as
described by ref. 50 In our analysis, we assumed a thickness of dz = 10m,
which led to a conversion factor of 0.00209 °Cm2 s−1 W−1. This inference is
justified because the real fluctuations in the thickness of grid cells differ
minimally (with the largest changes being around 1·10−2 in the open ocean),
resulting in negligible adjustments to the conversion factor. Despite the fact
that these errors can accumulate over time, for time scales of MHW dura-
tions (days to few months), they are significantly reduced, as demonstrated
by ref. 51.

Themotivation for using theGFDLESM2M(MOM4p1)model for the
assessment of local physical drivers of MHWs in the Southern Ocean was
due to the good agreement between the climatological characteristics and
the trends of modelled and observation-based MHWs globally26,51,86, as a
result of the model’s fidelity in simulating the mean state and interannual
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variations in SST.Moreover, in the SOoutside the sea ice area, themodelfits
well with observational data26,51.

Approaches to trend analysis
Trends inMHWproperties are usually explained by changes in eithermean
or trend in higher-order SST statistics. Anthropogenic climate change-
associated mean warming SST is considered to be the main driver of the
increasingMHWfrequencyover2/3of the global ocean20,69. In this study,we
also characterised trends and variability in MHW properties south of 40°S
using an ordinary least squares estimator of linear trend. Therefore, in order
to avoid biases due to non-normally distributed data we used Theil-Sen
(TS)87 estimates to obtain linear trends of the circumpolarly averaged time
series. The code followed to compute these trends and generate the results
can be freely obtained from https://github.com/ecjoliver/Global_MHW_
Trends. The statistical significance of MHW trends was carried out using a
95% confidence level.

To better analyse trends in nutrients (Fe, NO3, Si, PO4) and CHL
concentrations, as well as in primary production rates and its statistical
significance, a modified non-parametric Mann-Kendall test88 was applied,
which is a variance correction method for taking into account the serial
autocorrelation, differing from the original Mann-Kendall test89 and
requires serially-independent data, not considering seasonal effects. The
xarrayMannKendall Python module implemented by ref. 90. (https://
github.com/josuemtzmo/xarrayMannKendall) was subsequently com-
puted adjusting the effective number of degrees of freedom for auto-
correlation (α = 0.05).

Causal interactions through empirical dynamic modelling
In an effort to investigate the causal interactions among the key variables in
our study (Max. SSTA, NPP, SIC, and MLD), we applied Empirical
Dynamic Modelling (EDM). This cutting-edge framework is based on
Takens’ theorem, which provides tools for attractor reconstruction91 and
allows for the modelling of causal relationships in nonlinear dynamic sys-
tems in the absence of governing dynamic equations65. In dynamical sys-
tems, two state variablesX andY are considered to be causally linked if they
contain shared information that allows reconstruction of the observed
dynamics from one state variable, say X, from the dynamics of the other
variable, Y. This shared information can allow for a unidirectional recon-
struction (e.g., X causes Y), or a bidirectional reconstruction (both variables
cause each other) of the dynamics65. In essence, Takens’ theorem shows that
the dynamics of a state variable Y caused by another variableX is encoded in
the delayed-coordinates embedding65 of the causing variable, X in this case.
This is provided by the so-called attractormanifoldMwhich, in the absence
of a governing dynamics equation, contains all the information needed to
encode the dynamic system: it is the regionof the state space that contains all
the possible states of the system in the long-term. The essential assumption
of EDM is that causality within a dynamic system is more strongly
dependent on the proximity of the values of the variables in the state space
than in their proximity in time65,91. In our analysis, we applied Convergent
CrossMapping (CCM), introduced by ref. 65 to perform the nonlinear state
space reconstruction. CCM assesses causality by evaluating how accurately
the historical data of Y can predict the state of X, or viceversa. This pre-
diction is feasible only if Y has a causal impact onX. To delve deeper, CCM
seeks evidence of X’s influence within Y’s time series by examining if the
‘library’ of points (L) in the attractor constructed from Y, denoted as MY,
matches with the points in X’s attractor,MX. Both manifolds,MY andMX,
are formed from the time-delayed coordinates of the variables Y and X,
respectively65.

Considering two time series of length l, {X} = {X(1),X(2),…,X(l)} and
{Y} = {Y(1),Y(2),…,Y(l)}, we created delay embedding vectors from a time
series following Eq. (6):

x tð Þ ¼ X tð Þ; X t � τð Þ; X t � 2τð Þ; . . . ; X t � E � 1ð Þτð Þ½ �
for t ¼ 1þ E � 1ð Þτ to t ¼ l

ð6Þ

where τ is the time delay (i.e., lag), E is the embedding dimension, and t is
time. These vectors form the ‘reconstructedmanifold’ or ‘shadowmanifold’
(MX). To create a cross-mapped prediction ofY(t), expressed asŶ(t)|MX, we
started by locating the corresponding lagged-coordinate vector onMX, x(t),
and then identifying its E+ 1 nearest neighbors. We then labelled the time
indices of these E+ 1 nearest neighbours of x(t), in order from nearest to
furthest, as t1, …, tE+1 (Eq. (7)). These specific time indices, which were
closest to x(t) onMX, were used to locate corresponding points (neighbours)
in Y (considered a prospective neighbourhood) to approximate Y(t)
through a locally weighted average of the E+ 1 values of Y(ti).

ŶðtÞ MX ¼
X

wiY ti
� �

; i ¼ 1 . . . E þ 1;
��� ð7Þ

wherewi is aweighting that is determinedby theEuclideandistance between
x(t) and its ith closest neighbour within MX and Y(ti) are the concurrent
values of Y. The strength of this cross-mapping and its convergence as the l
increases serve as evidence of causality65.

We applied CCM on monthly time series of Max. SSTA, NPP, SIC,
and MLD from 1998 to 2021 (288 values) corresponding to each ocean
grid cell. Although CCM is regarded as a non-parametric method, the
selection of the τ and E parameters must indeed be conducted with care
to ensure that the phase space reconstruction accurately reflects the true
dynamics of the system. Therefore, in our analysis, we performed a
sensitivity test via mutual information to identify the τ value that
maximises the shared information between X(t) and X(t- τ), thereby
indicating the most effective delay, following ref. 92. Furthermore, we
also determined the minimum embedding dimension required for the
reconstructed phase space to unfold the system’s dynamics (Supple-
mentary Fig. S10). From this, we obtained an optimal τ of 3 (which is
coherent with seasonal time scales) and an E = 6. To quantify the pre-
diction skill, CCM uses the Pearson’s correlation coefficient between the
actual states of the system (e.g., the true values of Y) and the predicted
states (using the reconstructed dynamics from X). High correlation
suggested a strong causal link, where the ability to predict Y from X
suggested that X has a causal influence on Y.

Given their minimal assumptions, EDM and concretely CCM, is
especially robust for analysing systems that exhibit strongly non-
equilibrium dynamics and nonlinear behaviour, where interactions vary
over time and depend on the system’s current state65. That is to say, these
approaches are particularly suitable for studying NPP dynamics under a
changing SO.

Data availability
All datasets used in this study are publicly available online. New data were
not generated as a result of this study. ESA CCI & C3S SST, SIC reanalysis
data, GLORYS12V1 MLD, and the global ocean biogeochemical L4 pro-
ducts are freely available at CMS: https://data.marine.copernicus.eu/
products (last access: March 2024). The ECMWF ERA5 N-SAT can be
found at: https://www.ecmwf.int/en/forecasts/dataset/ecmwf-reanalysis-v5
(last access: November 2023). The CbPM NPP product can be retrieved
from http://orca.science.oregonstate.edu/npp_products.php (last access:
November 2023). The climate indices as metrics for climate modes used in
this study are freely available at: https://psl.noaa.gov/data/climateindices/
list/ (ONI and TSA; last access: November 2023), while the observation-
based SAM Index can be obtained from www.antarctica.ac.uk/met/gjma/
sam.html (last access: November 2023). All these URL addresses are also
listed in theMethods section. All outputs from the analysis of heat budget in
MOM4p1 (ESM2M GFDL) and also causal inference through CCM
between physical variables andNPP rates are freely accessible at https://doi.
org/10.20350/digitalCSIC/1636093.

Code availability
All the codes developed to carry out this study are available upon request via
GitHub: https://github.com/ManuFBarba/Southern-Ocean-MHWs.git.
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MHW analysis was performed following the codes developed by E.C.J.
Oliver: https://github.com/ecjoliver/marineHeatWaves and https://github.
com/ecjoliver/Global_MHW_Trends. We also applied the xarray-
MannKendall Python module (https://github.com/josuemtzmo/
xarrayMannKendall). The quick-start guide for running the GFDL
ESM2M codes is publicly available in https://mom-ocean.github.io/docs/
quick-start-guide/ and can also be accessed through https://github.com/
mom-ocean/MOM4p1.TheEDM(CCM)analysiswas conductedusing the
Pythonmodule (pyEDM)developedby Sugihara, as documentedat: https://
github.com/SugiharaLab/pyEDM and https://sugiharalab.github.io/EDM_
Documentation/ccm_/. Matplotlib and Cartopy (https://matplotlib.org/,
https://scitools.org.uk/cartopy/docs/latest/) modules from Python 3.10.11
were used for plotting. The coastlines on the maps are derived from the
Global Self–consistent, Hierarchical, High–resolution Geography datasets
(GSHHG) (www.soest.hawaii.edu/pwessel/gshhg/), which has been dis-
tributed under the GNU Lesser General Public License and provided with
the Python Cartopy module.
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