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Marine heatwaves in a shifting Southern
Ocean induce dynamical changes in
primary production

Check for updates

Manuel Fernández-Barba , Oleg Belyaev , I. Emma Huertas & Gabriel Navarro

Marine heatwaves are discrete, albeit prolonged, episodes of extreme ocean temperatures that are
significantly impacting marine ecosystems worldwide. However, there is limited research solely
focusing onmarine heatwaves and their concomitant effects on ecosystem dynamics in the Southern
Ocean, known to play a major role in the Earth’s climate system. Here we use daily high-resolution
satellite-derivedandmodelleddata from1982 to2021 tocharacterise general spatiotemporal patterns
of marine heatwaves in the Southern Ocean, assess their physical drivers and explore their
interconnectionswithmarine biogeochemistry.We find that increasing climate change-relatedmarine
heatwave activity, primarily explained by sea-air heat fluxes and vertical diffusion anomalies,
enhances net primary production through stabilization of the water column. We empirically reveal
causal nonlinear relationships between ocean extremes and primary productivity, especially in the
southernmost subantarctic areas where the concurrent sea ice decrease also plays a key role.
Furthermore, our study shows zonally asymmetric responses of primary producers to changing
physical conditions north of the Antarctic polar front. These results provide key insights into the role of
marine heatwaves promoting carbon assimilation (and uptake) in the Southern Ocean through the
biological carbon pump, which is crucial for constraining the oceanic carbon cycle under climate
change.

During the last decades, long–term ocean warming has been shown to
contribute to a rise in the Earth’s surface temperature, increasing the fre-
quency and intensity of widespread superimposed short-term extreme
phenomena1,2, such as heatwaves. Inmarine ecosystems, anomalouslywarm
temperatures affect their structure and functioning in the form of marine
heatwaves (MHWs)3–7, commonly defined as discrete persistent extreme
eventswhere sea surface temperature (SST) exceeds certain criteria based on
a seasonally varying climatological threshold and variability8–10. Under
warming conditions, the rate and degree of ecosystem change depends on
theheat tolerance ranges anddiversity of particular species11–13. This thermal
tolerance is not only dependent on the intensity of the underlying SST
anomalies (SSTAs), but also on the frequency and duration of MHWs14. In
this sense, impacts from MHWs not only include range shifts of marine
fishes and invertebrates15,16 and reduction in their reproductive success and
survival, but also impacts phytoplankton6,17, bleaching of coral reefs18, and
large–scalemassmortality outbreaks, events that are becoming increasingly
common19.

When assessing impacts of MHW characteristics, it is important to
clearly differentiate between the long-term externally forced warming
trend from changes in internal variability. Therefore, the decision to use a
fixed ormoving climatological baseline to identifyMHWevents should be
made based on the requirements of the study. While fixed baselines
aremore sensitive to changes in long-termmean sea temperature, they are
often used when analyzing ecological impacts resulting from MHWs14,20.
Despite the long-term mean warming trend, which inherently increases
the probability of SST exceeding a MHW threshold21, changes in internal
system variability, resulting from a combination of both atmospheric and
oceanic processes, trigger these extreme temperature episodes. For
instance, atmospheric warming associated with high–pressure blocking,
oceanic heating byhorizontal advection, andElNiño SouthernOscillation
(ENSO) events can be the main driving mechanisms22,23. Consequently,
MHWs have been analysed in the global open and coastal24 ocean, where
their globally–averaged frequency and duration have increased over time
due to continued global warming3,4,23,25,26. The magnitudes of ongoing
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178°E; Supplementary Fig. S9d), can be detected, where SSTAs are higher
than the threshold and LMST for approximately three months.

Annual marine heatwave metrics
Measuring the overall strength ofMHWs, as well as their impact onmarine
species, is becoming increasingly important. To describe these physical
phenomena, most of the annual indices applied in previous studies were
used here.

As discrete events, MHWs occur over a time period in which tem-
perature exceeds the defined threshold. When aMHW is detected, its mid-
time is calculatedby averaging the start and end times.MHWduration is the
time interval (days) between the start and end dates. Since there may be
multiple events in a given year, the mean duration can be defined by
averaging the durations of all events in that year. The total duration can also
be defined by summing periods of all events.

MHWfrequency is the total numberof events (i.e., annualMHWevent
count) within a year. In contrast to the situation in the tropical oceans, a
MHW cannot last from one year to the next in Arctic latitudes. This is
associated with the seasonal variability of SST. Nevertheless, the austral
warm season lasts fromDecember toMarch, thus an event can occurwithin
two different years in high Southern latitudes.When this occurs, the event is
counted in the year in which it begins.

The mean SSTA and maximum SSTA of all MHW events quantified
within a year are used to calculate the mean and maximum magnitude for
the given year, respectively. The overall strength of MHWs should be
evaluated in conjunctionwith themagnitude andotherannualmetrics, such
as the previously-mentioned duration, frequency, or the total area coverage
of MHWs. For example, when assessing MHW-associated risks in the
environment, it is very important to study the cumulative intensity20,46,
which takes into account not only the underlying SSTA but also its inte-
gration over the duration of an event (i.e., the degree heating days).

To study the spatial extent ofMHWs, the areal coveragewas calculated
as the ratio between the oceanic domain withMHWs in a year and the total
ocean area south of 40°S.

Climate Index metrics
In our analysis of MHW activities in the SO, we considered a close rela-
tionship between these extreme events and, particularly, three climate
metrics that are linked with influential modes of variability in the climate
system. These three climate mode indices are described below.

Oceanic Niño Index (ONI) – The three-month running mean of
NOAAERSST.V5 sea surface temperature (SST) anomalies is calculated for
the Niño 3.4 region (5°N–5°S, 120°–170°W). This calculation is based on a
changing base period consisting of multiple centered 30-year base periods.
The anomalies for successive 5-year periods in the historical record are
derived by using these 30-year base periods (source: www.cpc.ncep.noaa.
gov/products/analysis_monitoring/ensostuff/ONI_v5.php, last access:
November 2023).

Tropical Southern Atlantic (TSA) Index – Averaged anomaly of the
monthly HadISST and NOAA OI SST from Eq-20°S and 10°E–30°W,
following84 (source: https://psl.noaa.gov/data/correlation/tsa.data, last
access: November 2023).

SAM Index –An observation-based index that quantifies the intensity
of the Southern Annular Mode and is calculated by the surface pressure
difference between 40°S and 65°S (source: www.antarctica.ac.uk/met/gjma/
sam.html, last access: November 2023).

Analysis of local drivers of marine heatwaves in the
Southern Ocean
To assess the local physical drivers ofMHWs, wemade use of a global, fully
coupled carbon-climate Earth System Model (ESM) developed at the
NationalOceanic andAtmosphericAdministration’s (NOAA)Geophysical
Fluid Dynamics Laboratory (GFDL)85. The GFDL ESM2M couples an
oceanic circulationmodel (MOM4p1) to an atmospheric circulationmodel
(AM2), and incorporates a land model (LM3.0), representations of sea ice

and iceberg dynamics, as well as interactions within biogeochemical cycles.
Specifically, we used temperature tendency heat budgets available in
MOM4p150 (https://github.com/mom-ocean/MOM4p1). This ocean
model uses a tripolar horizontal grid of 1° x 1°, increasingmeridionally to up
to 1/3° towards the Equator, and with 50 depth levels. We analysed daily-
mean outputs of all tendency terms that change the SST (over the upper
10m) from a 500-yr preindustrial control simulation (with atmospheric
CO2, along with all other agents that influence radiation fixed at their
preindustrial levels) and confirmed with an eight-member ensemble
simulation of the GFDL ESM2M driven by historical data and the Repre-
sentative Concentration Pathway 8.5 (RCP8.5) scenario from 1982 to 2021,
following refs. 51,86.

For each grid cell, the model dissects the total heat change (ΔQtotal)
across time intervals into various heat budget components. These compo-
nents signify temperature changes due to distinct processes modelled. The
total tendency of heat at the ocean surface, in W m−2, is determined by
Eq. (4)50:

ΔQtotal ¼ ΔQadv þ ΔQa�s þ ΔQvmix þ ΔQvdiff þ ΔQres ð4Þ

where ΔQadv represent the change in heat resulting from both horizontal
and vertical advective heatfluxes, both explicitly resolved and approximated
on subgrid scales through parameterisation.ΔQa-s is the air-sea exchange of
heat, including the balance of shortwave radiation (the net incoming surface
shortwave radiation reducedby the fractionof shortwave radiation that goes
beyond the surface layer) along with the net incoming longwave radiation,
in addition to the net fluxes of latent and sensible heat85.ΔQvmix refers to the
heat flux generated by the non-local segment of the K-profile parameteriza-
tion (KPP)50, representing convective vertical mixing within the ocean
boundary layer in response to negative buoyancy forcing. ΔQvdiff accounts
for heat fluxes caused by vertical diffusion, encompassing vertical mixing
within the ocean boundary layer attributed to the local component of the
KPP, aswell as tidalmixing. Furthermore, the residual term (ΔQres) includes
other smaller processes such as heat exchange due to river runoff, solid
runoff from iceberg calving, neutral diffusion, or the heat flux exchange
resulting from interactions of surface water masses due to precipitation and
evaporation. A detailed description of each term can be found in
Supplementary Methods S1, Supplementary equations(S1–6), and also
in ref. 50.

We then computed anomalies of all these heat budget terms relative to
their seasonal cycles for each ocean grid cell, to ultimately average them
separately over the days of the onset (build-up of heat) and decay (dis-
sipation of heat) phases of the MHWs (see Supplementary Fig. S1).
Moreover, based on the change in heat content, the change in potential
temperature (Δθ), in °C d−1, can be approximated using Eq. (5)50:

Δθ ¼ ΔQtotal

C0
pρ0dz

; ð5Þ

where C0
p is a fixed value for heat capacity, set at 3992.1 J kg−1K−1 in

MOM4p1; ρ0 is the constant Boussinesq density of 1.035 kgm
−3, and dz is

the changing thickness of vertical grid cells over time, measured in m, as
described by ref. 50 In our analysis, we assumed a thickness of dz = 10m,
which led to a conversion factor of 0.00209 °Cm2 s−1 W−1. This inference is
justified because the real fluctuations in the thickness of grid cells differ
minimally (with the largest changes being around 1·10−2 in the open ocean),
resulting in negligible adjustments to the conversion factor. Despite the fact
that these errors can accumulate over time, for time scales of MHW dura-
tions (days to few months), they are significantly reduced, as demonstrated
by ref. 51.

Themotivation for using theGFDLESM2M(MOM4p1)model for the
assessment of local physical drivers of MHWs in the Southern Ocean was
due to the good agreement between the climatological characteristics and
the trends of modelled and observation-based MHWs globally26,51,86, as a
result of the model’s fidelity in simulating the mean state and interannual
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variations in SST.Moreover, in the SOoutside the sea ice area, themodelfits
well with observational data26,51.

Approaches to trend analysis
Trends inMHWproperties are usually explained by changes in eithermean
or trend in higher-order SST statistics. Anthropogenic climate change-
associated mean warming SST is considered to be the main driver of the
increasingMHWfrequencyover2/3of the global ocean20,69. In this study,we
also characterised trends and variability in MHW properties south of 40°S
using an ordinary least squares estimator of linear trend. Therefore, in order
to avoid biases due to non-normally distributed data we used Theil-Sen
(TS)87 estimates to obtain linear trends of the circumpolarly averaged time
series. The code followed to compute these trends and generate the results
can be freely obtained from https://github.com/ecjoliver/Global_MHW_
Trends. The statistical significance of MHW trends was carried out using a
95% confidence level.

To better analyse trends in nutrients (Fe, NO3, Si, PO4) and CHL
concentrations, as well as in primary production rates and its statistical
significance, a modified non-parametric Mann-Kendall test88 was applied,
which is a variance correction method for taking into account the serial
autocorrelation, differing from the original Mann-Kendall test89 and
requires serially-independent data, not considering seasonal effects. The
xarrayMannKendall Python module implemented by ref. 90. (https://
github.com/josuemtzmo/xarrayMannKendall) was subsequently com-
puted adjusting the effective number of degrees of freedom for auto-
correlation (α = 0.05).

Causal interactions through empirical dynamic modelling
In an effort to investigate the causal interactions among the key variables in
our study (Max. SSTA, NPP, SIC, and MLD), we applied Empirical
Dynamic Modelling (EDM). This cutting-edge framework is based on
Takens’ theorem, which provides tools for attractor reconstruction91 and
allows for the modelling of causal relationships in nonlinear dynamic sys-
tems in the absence of governing dynamic equations65. In dynamical sys-
tems, two state variablesX andY are considered to be causally linked if they
contain shared information that allows reconstruction of the observed
dynamics from one state variable, say X, from the dynamics of the other
variable, Y. This shared information can allow for a unidirectional recon-
struction (e.g., X causes Y), or a bidirectional reconstruction (both variables
cause each other) of the dynamics65. In essence, Takens’ theorem shows that
the dynamics of a state variable Y caused by another variableX is encoded in
the delayed-coordinates embedding65 of the causing variable, X in this case.
This is provided by the so-called attractormanifoldMwhich, in the absence
of a governing dynamics equation, contains all the information needed to
encode the dynamic system: it is the regionof the state space that contains all
the possible states of the system in the long-term. The essential assumption
of EDM is that causality within a dynamic system is more strongly
dependent on the proximity of the values of the variables in the state space
than in their proximity in time65,91. In our analysis, we applied Convergent
CrossMapping (CCM), introduced by ref. 65 to perform the nonlinear state
space reconstruction. CCM assesses causality by evaluating how accurately
the historical data of Y can predict the state of X, or viceversa. This pre-
diction is feasible only if Y has a causal impact onX. To delve deeper, CCM
seeks evidence of X’s influence within Y’s time series by examining if the
‘library’ of points (L) in the attractor constructed from Y, denoted as MY,
matches with the points in X’s attractor,MX. Both manifolds,MY andMX,
are formed from the time-delayed coordinates of the variables Y and X,
respectively65.

Considering two time series of length l, {X} = {X(1),X(2),…,X(l)} and
{Y} = {Y(1),Y(2),…,Y(l)}, we created delay embedding vectors from a time
series following Eq. (6):

x tð Þ ¼ X tð Þ; X t � τð Þ; X t � 2τð Þ; . . . ; X t � E � 1ð Þτð Þ½ �
for t ¼ 1þ E � 1ð Þτ to t ¼ l

ð6Þ

where τ is the time delay (i.e., lag), E is the embedding dimension, and t is
time. These vectors form the ‘reconstructedmanifold’ or ‘shadowmanifold’
(MX). To create a cross-mapped prediction ofY(t), expressed asŶ(t)|MX, we
started by locating the corresponding lagged-coordinate vector onMX, x(t),
and then identifying its E+ 1 nearest neighbors. We then labelled the time
indices of these E+ 1 nearest neighbours of x(t), in order from nearest to
furthest, as t1, …, tE+1 (Eq. (7)). These specific time indices, which were
closest to x(t) onMX, were used to locate corresponding points (neighbours)
in Y (considered a prospective neighbourhood) to approximate Y(t)
through a locally weighted average of the E+ 1 values of Y(ti).

ŶðtÞ MX ¼
X

wiY ti
� �

; i ¼ 1 . . . E þ 1;
��� ð7Þ

wherewi is aweighting that is determinedby theEuclideandistance between
x(t) and its ith closest neighbour within MX and Y(ti) are the concurrent
values of Y. The strength of this cross-mapping and its convergence as the l
increases serve as evidence of causality65.

We applied CCM on monthly time series of Max. SSTA, NPP, SIC,
and MLD from 1998 to 2021 (288 values) corresponding to each ocean
grid cell. Although CCM is regarded as a non-parametric method, the
selection of the τ and E parameters must indeed be conducted with care
to ensure that the phase space reconstruction accurately reflects the true
dynamics of the system. Therefore, in our analysis, we performed a
sensitivity test via mutual information to identify the τ value that
maximises the shared information between X(t) and X(t- τ), thereby
indicating the most effective delay, following ref. 92. Furthermore, we
also determined the minimum embedding dimension required for the
reconstructed phase space to unfold the system’s dynamics (Supple-
mentary Fig. S10). From this, we obtained an optimal τ of 3 (which is
coherent with seasonal time scales) and an E = 6. To quantify the pre-
diction skill, CCM uses the Pearson’s correlation coefficient between the
actual states of the system (e.g., the true values of Y) and the predicted
states (using the reconstructed dynamics from X). High correlation
suggested a strong causal link, where the ability to predict Y from X
suggested that X has a causal influence on Y.

Given their minimal assumptions, EDM and concretely CCM, is
especially robust for analysing systems that exhibit strongly non-
equilibrium dynamics and nonlinear behaviour, where interactions vary
over time and depend on the system’s current state65. That is to say, these
approaches are particularly suitable for studying NPP dynamics under a
changing SO.

Data availability
All datasets used in this study are publicly available online. New data were
not generated as a result of this study. ESA CCI & C3S SST, SIC reanalysis
data, GLORYS12V1 MLD, and the global ocean biogeochemical L4 pro-
ducts are freely available at CMS: https://data.marine.copernicus.eu/
products (last access: March 2024). The ECMWF ERA5 N-SAT can be
found at: https://www.ecmwf.int/en/forecasts/dataset/ecmwf-reanalysis-v5
(last access: November 2023). The CbPM NPP product can be retrieved
from http://orca.science.oregonstate.edu/npp_products.php (last access:
November 2023). The climate indices as metrics for climate modes used in
this study are freely available at: https://psl.noaa.gov/data/climateindices/
list/ (ONI and TSA; last access: November 2023), while the observation-
based SAM Index can be obtained from www.antarctica.ac.uk/met/gjma/
sam.html (last access: November 2023). All these URL addresses are also
listed in theMethods section. All outputs from the analysis of heat budget in
MOM4p1 (ESM2M GFDL) and also causal inference through CCM
between physical variables andNPP rates are freely accessible at https://doi.
org/10.20350/digitalCSIC/1636093.

Code availability
All the codes developed to carry out this study are available upon request via
GitHub: https://github.com/ManuFBarba/Southern-Ocean-MHWs.git.
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MHW analysis was performed following the codes developed by E.C.J.
Oliver: https://github.com/ecjoliver/marineHeatWaves and https://github.
com/ecjoliver/Global_MHW_Trends. We also applied the xarray-
MannKendall Python module (https://github.com/josuemtzmo/
xarrayMannKendall). The quick-start guide for running the GFDL
ESM2M codes is publicly available in https://mom-ocean.github.io/docs/
quick-start-guide/ and can also be accessed through https://github.com/
mom-ocean/MOM4p1.TheEDM(CCM)analysiswas conductedusing the
Pythonmodule (pyEDM)developedby Sugihara, as documentedat: https://
github.com/SugiharaLab/pyEDM and https://sugiharalab.github.io/EDM_
Documentation/ccm_/. Matplotlib and Cartopy (https://matplotlib.org/,
https://scitools.org.uk/cartopy/docs/latest/) modules from Python 3.10.11
were used for plotting. The coastlines on the maps are derived from the
Global Self–consistent, Hierarchical, High–resolution Geography datasets
(GSHHG) (www.soest.hawaii.edu/pwessel/gshhg/), which has been dis-
tributed under the GNU Lesser General Public License and provided with
the Python Cartopy module.
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